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Abstract 

Future driver assistance systems will have to cope with complex traffic situations, espe-
cially at intersections. To detect potentially hazardous situations as early as possible, it is 
therefore desirable to know the position and motion of oncoming vehicles for several sec-
onds in advance. For this purpose, we propose a combined approach that tracks the vehicle 
position and orientation over time based on a box model, where the vehicle motion state is 
predicted several seconds ahead based on simultaneous tracking of multiple hypotheses 
with a particle filter framework. The scene is observed by a stereo camera mounted on the 
ego-vehicle. Compared to a traditional constant acceleration and curve radius prediction 
model, we show that the accuracy of the proposed particle filter approach is superior during 
turning manoeuvres displaying complex motion patterns. 

1 Introduction 

Future driver assistance systems have to be able to interpret complex traffic situations, for 
example at intersections. Predicting the trajectories of other traffic participants is an essen-
tial task for many applications such as collision avoidance. The aim is to detect critical 
situations as early as possible to warn the driver or to induce an autonomous safety action.  

A method for estimating the pose and motion state of vehicles using a stereo vision sensor 
has been proposed in (BARTH 2008). In this approach, objects are represented as rigid 3D 
point clouds and tracked by an Extended Kalman Filter. The movement of the point cloud 
is restricted to circular path motion, assuming constant acceleration, which is an adequate 
assumption for time intervals of about one second. However, this motion model is insuffi-
cient if it is desired to predict the future trajectory, i.e. future pose and motion states, of a 
tracked object several seconds ahead. 

Humans are able to predict object movements based on a short motion sequence using an 
expectation of typical motion patterns. For example, an oncoming vehicle at an intersection 
that starts changing its orientation is likely to turn left or right, depending on the direction 
of the orientation change. In this contribution, we adopt the human capability of inferring 
potential movements from a short motion sequence, which is extracted using an extended 
version of the method proposed in (BARTH 2008), allowing for reliable predictions up to 
three seconds ahead.  
SIDENBLADH et al. (2002) utilize a particle filter on a given trajectory set for a probabilistic 
search to predict and track human body motion. We will extend this idea to estimate the 
probability density function of the future trajectory of a vehicle. Within this approach, tra-
jectories are compared to reference trajectories using a rotationally invariant distance met-
ric. 
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2 Object Motion Estimation 

The following object motion estimation method is used both for generating reference trajec-
tories of typical driving manoeuvres and for estimating the motion state of an object for 
prediction at runtime. 

2.1 Object Representation 

A vehicle is represented by a rigid 3D point cloud attached to a local object coordinate sys-

tem. The origin of the object coordinate system is defined at an arbitrary reference point, 

e.g. the centroid of the point cloud, projected to the ground plane (street). xo , yo  and z
o  

represent the lateral axis, the height axis, and the longitudinal axis, respectively. The ego 

coordinate system is defined at the centre rear axis of the ego-vehicle (see Fig. 1). 

 

Fig. 1: Coordinate systems and pose parameters (bird's eye view) 

The unknown parameters are the pose, i.e. position ( )ref
e

ref
e

Z,X  and orientation (ψ  in 

deg) with respect to the ego-vehicle, the motion state including velocity ( v  in m/s), accel-

eration ( a  in m/s²), and yaw rate (ψ  in deg/s), as well as the exact structure of the 3D point 

cloud. These parameters are estimated using a standard Extended Kalman Filter (EKF) ap-
proach. In the following we will only present the main elements required for tracking, in-
cluding state vector, system model and measurement model. Details regarding Kalman fil-
tering can be found, for example, in (BAR-SHALOM 2001). The state vector of the unknown 

parameters x  is defined as: 
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We will denote [ ]T

ref
e

ref
e

ref
e Z,X=P 0,  as the reference point in the following. The main 

difference to the approach in (BARTH 2008) is that the object point coordinates 

[ ]T

m
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m
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m
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m
o Z,Y,X=P , M<m≤0 , are also included in the filter state, i.e. the filter also 

estimates the structure of the (noisy) point cloud. 

2.2 System Model 

The non-linear system model f  describes the dynamics of a tracked object and is used for 

predicting a state a given time interval t∆  ahead, i.e. ( ) ( )( ),txf=t+tx ∆ˆ where x̂  denotes 
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the predicted filter state before the measurements are incorporated. Vehicle movements are 
restricted to mostly longitudinal, or circular path movements, at normal driving conditions. 
Here, a constant curve radius and acceleration model is applied. In a time-discrete formula-

tion the change of state x  can be written as ( )( ) ( ) x+tx=txf ∆  with 
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The centre rear axis plays an important role at rotational movements as it is the rotational 

reference centre (rotation point). The predicted reference point position refP'  is computed 

as follows (in homogeneous representation): 

( )ref
o

oe2oegoref PMMM=P'        (3) 

First, oM  transforms the object origin [ ]T
ref =P 0,0,00

 within the object coordinate sys-

tem following a circular path motion model with  
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( )αR denotes a 3x3 rotation matrix around the height axis by an angle α . Then, e2oM  

transforms the new position in object coordinates to the previous ego system: 
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Finally, the motion of the ego vehicle between the previous and the current frame is com-

pensated by egoM  using the approach proposed in (BADINO 2004). 

Thus, [ ] refref

T

ref
e

ref
e

ref P–P'=Z,X=P ∆∆∆ 0,  in Eq. (2). 

2.3 Measurement Model 

The measurement vector z  consists of M  triples ( )mmm d,v,u , M<m≤0 , with 

( )mm v,u the subpixel accurate image position of an observed object point m
o
P  and d  the 

image disparity between left and right image of a rectified stereo image pair. The image 
position of each object point is tracked in the image using the KLT feature tracker (TOMASI 

et al. 1991).  
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The non-linear measurement model h  computes a predicted measurement vector ẑ  based 

on the predicted state estimate x̂ , i.e. ( ).ˆˆ xh=z  It results from the perspective camera 

model: 

( )

( )

( ) ,ˆ

ˆ

ˆ

,3

0,2

0,1

m
cumm

m
c

m
c

vmm

m
c

m
c

umm

Z

b
fxhd

v+
Z

Y
fxhv

u+
Z

X
fxhu

==

−==

==

      (7)  

where uf and vf  are the horizontal and vertical focal length of the camera, ( )00,vu  the 

principal point, and b  the base line of the stereo system. 
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Z,Y,X=P  is the point m
o
P  in camera coordinates. The total transformation is 

composed of an object to ego transformation (parameterized by the state variables ψ , 

ref
e
X , and ref

e
Z ), and the constant transformation between ego and camera system (in-

cluding the extrinsic camera parameters). 

For each measurement, a 3x3 noise matrix ( )dvum σ,σ,σdiag=R  has to be provided, yield-

ing the total measurement noise matrix ( )110 ,, −… MR,RRblkdiag=R . Here, the measure-

ment noise is assumed to be uncorrelated and constant. 

2.4 Object Detection and Filter Initialization 

Before tracking can be started, an object has to be detected. Here, a method fusing stereo 
and optical flow to track single 3D points in the scene, named 6D vision (FRANKE et al. 
2005) is used. For each point, a 3D position and 3D velocity vector is estimated by means 
of Kalman filtering. 

A group of points within a local neighbourhood, moving in the same direction with equal 
velocity, is assumed to belong to the same object. Clustering of the 6D vision data yields 

candidate objects. Such candidates consist of a set of 3D points { }10 ... −M
ee
P,,P  in ego coor-

dinates and an average velocity vector [ ] T
zyx v,v,v=V . For each candidate object a new 

filter state, as proposed in Section 2, is initialized as follows: 
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with [ ]T

z
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x
ee

C,C=C 0,  the centroid of the initial point cloud in ego coordinates, and 

| |( )Vv=ψ z /arccos0  the angle of the average moving direction, defining the initial object 
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coordinate system. m
o

m
o

m
o

Z,Y,X , Mm <≤0 , correspond to the coordinates of point m
e
P  

in this object system.  

It is possible to restrict the initialization method to objects exceeding a certain velocity 
threshold, motion direction, or dimensional constraint. 

3 Motion Prediction 

The main idea for motion prediction is that we can infer the future trajectory from the cur-
rently estimated trajectory, i.e. from the object tracking results up to the current time step. 
The future states of similar reference trajectories are taken as hypotheses for the current 
trajectory.  

3.1 Similarity of Trajectories 

A trajectory ( )( ) ( )( )( )NN t,tx,,t,tx=X …11  is given as a series of object or vehicle states ix  

with a time stamp it . Here, [ ]T

ref
w

ref
w

i avZXx ,,,,, ψψ &=  denotes a truncated version of 

state x  (see Eq. (1)). Note that the position, corresponding to the centre rear axis, is given 
in world coordinates, i.e. a constant coordinate system outside the ego system. 

First we define a metric to be able to compare trajectories. The following requirements 
have to be considered: (i) Insensitivity to outliers, since noisy data are likely to occur;  
(ii) different lengths of trajectories, i.e. different motion patterns do not depend on the start-
ing point; (iii) translational invariance, i.e. similar motion patterns do not depend on the 
starting point; (iv) rotational invariance, i.e. similar motion patterns do not depend on the 
orientation, and their comparison needs to be independent of the observer's viewpoint. 

The longest common sub-sequence (LCS) metric (VLACHOS et al. 2005) on trajectories has 
been shown to be an adequate metric and can handle the first two stated requirements. It 
originates in the field of string matching algorithms and returns the length of the longest 
common sub-string matched by two strings. To apply this technique to trajectories, a simi-
larity matching function between two states (points) ia  and jb  from the given trajectory 

points ( )( ) At,a a
ii ∈  and ( )( ) Bt,b

b
jj ∈  has to be defined. VLACHOS et al. (2005) use the 

minimum standard deviation ( ) ( )( ) ( )( ){ }dimdimdim
min Bstd,Astdmin=std  in each dimension 

dim  as a decision boundary and apply a sigmoid function to smooth the distance value in 

the range ( )[ ]dim
minstd0, . In our approach it is sufficient to use a linear function to obtain the 

distance between ia  and jb , where ( )⋅1
L  denotes the L1 norm (Manhattan distance): 
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The sizes of the trajectories A  and B  are denoted by AN  and BN , respectively, corre-

sponding to the number of motion states they comprise, and the sequence 
( )( ) ( )[ ])(

1111,
a

NN
a

AA
t,a,,ta

−−…  by ( )Ahead . We then define the LCS on trajectories as follows: 
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The distance between two trajectories A  and B  can then be obtained by 
( ) ( ) { }( )BALCS N,NminBA,LCS=BA,dist /1− , with ( ) [ ]0,1∈BA,distLCS . In order to get 

the translational and rotational invariance of this metric, we applied the method of KEARS-

LEY (1989) which finds the optimal orthogonal transformation to superimpose two point 
sets based on quaternions. This is done by applying the transformation on the well known 
Dynamic Programming version of Eq. (10), where partial best matches (sub-sequences) are 
stored in a table. The result is a metric called QRLCS (quaternion-based rotationally invari-
ant LCS). 

3.2 Prediction 

The proposed motion prediction method utilizes as probabilistic tracking framework. Given 
a history of object states, i.e. a trajectory tX :1  up to a current time t , we intend to predict 

the object state Tφ  at a specific point in time T  in the future. The uncertainty of this pre-

diction can be formulated as a distribution ( )tT Xφp :1 , which is rewritten as 

( ) ( ) ( )tttTtT XΨpΨφp=Xφp :1:1 , where we have incorporated the current object state 

tΨ . In the context of trajectories, tΨ  represents a sequence of trajectory points (a sub-

trajectory) including the position at the current time t  and its history over a given travelled 
distance trd . We choose the distance window instead of a time window because the char-

acteristics of vehicle motion are represented by the travelled distance, while the motion 
history especially of objects which are standing or moving slowly may be less meaningful 
when integrated over a uniform time interval. 

The distribution ( )tT Ψφp  is the likelihood that the predicted state Tφ  occurs when the 

sub-trajectory tΨ  is given. Since we are using motion samples as reference, where each 

sub-trajectory has a deterministic extrapolation, the value of this likelihood can be set as 
constant and thus be neglected. Applying Bayes rule to the remaining distribution 

( )tt XΨp :1  results in an estimation of the current state based on the current measurement 

and the previous states as follows ( η  is a normalization constant): 

( ) ( ) ( ) ( ) 11:111:1:1 −−−−∫ ttttttttT dΨXΨpΨΨpΨXpη=Xφp  (11) 
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This distribution is represented by a set of S  samples or particles ( ){ }
S

s
tΨ , which are 

propagated in time using a particle filter (BLACK et al. 1998). Therefore, each particle ( )s
tΨ  

represents a sub-trajectory of the current state. The distribution ( )tt ΨXp :1  represents the 

likelihood that the measurement trajectory tX :1  can be observed when the model trajectory 

is given; it can be obtained by the QRLCS metric. According to (SIDENBLADH et al. 2002), 

it is sufficient to sample the particles from the distribution ( )1−tt ΨΨp  from a motion da-

tabase as follows, resulting in an efficient implicit probabilistic motion model. 

In a first step, the trajectory database is constructed by creating samples with overlapping 
windows of equal travelled distances trd . Since this procedure creates sub-trajectories with 

different numbers of points, we applied the Chebyshev decomposition to the velocity and 
yaw angle components of the trajectories to obtain a vector of Chebyshev coefficients 
[ ]av c,c  for the velocity and the yaw angle, respectively. Then, a dimensionality reduction is 

performed using principal component analysis (PCA). The particles are also transformed to 
this low-dimensional coefficient space. The database of samples is then converted into a 
binary tree using the previously determined coefficients. The top node in the tree corre-
sponds to the coefficient that captures the dimension of largest variance in the database, 
where lower levels capture the finer motion structure. At each level l , a sub-trajectory i  is 
assigned to the left sub-tree when its coefficient 0<c li,  and assigned to the right one if  

0≥li,c . Each of the leaf nodes contains an index into the motion database. 

SIDENBLADH et al. (2002) argue that sampling particles from the state transition distribution  

( )1−tt ΨΨp  can be approximated by a probabilistic search in the database. When a parti-

cle reaches a leaf, the prediction step is performed by shifting the particle (i.e. the sub-
trajectory) with the appropriate time over the trajectory to which the leaf points. The prob-
abilistic search depends on the particle represented by its PCA-transformed Chebyshev 
coefficients ic . At each level l  in the binary tree it is decided with the probability 

( ) dz
βσ

z

e
σπβ

=ccp=p
li,

c

=z
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li,lt,right ∫≥
−∞

−
2

2

2

2

1
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whether the particle is moved to the right subtree, otherwise the left one is chosen. The 
value β  is a temperature parameter describing the spreading deviation around each particle 

ic . The higher the value of β , the more likely the new regions of interest are explored. 

The variances 2
lσ  are normalisation factors and correspond to the eigenvalues of the co-

variance matrix computed for determining the PCA of the Chebyshev coefficients. 

Since the distribution of the predicted states ( )tT Xφp :1  is approximated by means of the 

particle filter, the estimated states 2
lσ  can be obtained by looking ahead for a specific time 

interval T∆  from the current object states ( )s
tΨ  on the associated trajectories. This results 
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in many hypotheses which often lie closely together. To condense this set into a small 
number of hypotheses, we apply a mean shift method (COMANICIU et al. 2002). The key 

idea is to estimate local densities of the predicted states ( )s
Tφ  by constructing a kernel over 

each state and then to shift the states iteratively towards higher densities. 

 

Fig. 2: Estimation results of an oncoming vehicle first detected at 48 m distance. The 
predicted driving path indicating curve radius and velocity for the next sec-
ond and the tracked 3D points are shown as well as a bounding box indicat-
ing the object pose. 

4 Experimental Results 

For testing, a database of reference trajectories has been set up based on 110 training se-
quences, including different turn manoeuvres and straight movements, using the approach 
proposed in Section 2. These observations have been extracted on real world data using the 
following scenario. A vehicle moves straight toward the stationary ego vehicle 
( smv /5.7=  on average) and then turns right (left from the perspective of the ego vehicle) 

at 20 m distance (Fig. 2). This database is further used as a motion knowledge base in the 
particle filter system as stated in Section 3. One trajectory is left out for testing and is 
thought as prediction ground truth in this experiment, because the whole trajectory, i.e. 
previous and future movement, is known. 

For comparison with the proposed state prediction method, we simultaneously apply a 
standard extrapolation technique assuming constant acceleration and curve radius with re-
spect to the current vehicle state. In the particle filter system we use 200=S  particles, 50 
Chebyshev coefficients in each dimension, a tree depth of 12, a temperature parameter 

0.8=β , a travelled distance of m=dtr 25 , and a mean-shift kernel width of m=h 4.0 . In 

Fig. 3(b) an example is shown for the prediction at a current time step, where approxi-
mately four metres before the turning manoeuvre, the two kinds hypotheses “right turn” and 
“straight” turn up to be most significant. The turning hypothesis is correctly chosen as the 
predicted object's state. Since the particle filter is a probabilistic approach, each run on the 
same trajectory will give slightly different results. To examine if the standard deviation of 
the prediction result remains small, the particle filter system was run ten times for a predic-
tion interval of 2 s on the test trajectory (cf. Fig. 3(a)). The resulting average prediction 
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error and its standard deviation for each time step are shown in Fig. 4 along with the predic-
tion error of the standard model. Besides the position error, we also state the errors for the 
velocity, yaw angle, and yaw rate, as they represent important characteristics of the pre-
dicted state. The prediction behaviour of the particle filter approach is clearly superior com-
pared to the standard model, especially during the turning manoeuvre. 

(a)  

(b)  

Fig. 3: (a) Test trajectory for different time steps. The camera is looking from the 
right side at the scene. (b) Particle filter prediction for a prediction interval of 
2 s. The strong line depicts the movement of a vehicle, whereas the dashed 
lines represent the motion hypotheses. On the left side, the black square de-
picts the current vehicle position; the circle denotes the predicted state by the 
standard method and the diamond sign the predicted state by the particle filter 
system. Nearby, the black square shows the ground truth's state. 
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 (a)  (b)   

(c)  (d)  

Fig. 4: Errors and standard deviations over time for a single test trajectory (cf. Fig. 
3(a), prediction interval is 2 s, ten runs of the particle filter. The turning ma-
noeuvre begins at s=t 6 . (a) Position error, (b) velocity error, (c) yaw angle 

error, (d) yaw rate error. 
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